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Abstract
We study optimal control problems of systems describing the flow of in-
compressible shear-thickening fluids. We prove existence of solutions and
derive necessary optimality conditions under precise restrictions on the
optimal control.
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1 Introduction

This paper deals with the mathematical analysis of an optimal control problem
associated with a viscous, incompressible fluid. Control is effected through a
distributed mechanical force and the objective is to match the velocity field to a
given target field. The controls and states are constrained to satisfy a system of
partial differential equations, consisting of a generalized Navier-Stokes system
with shear dependent viscosity given by

~V - (1(Dy)) + (y-V)y+Vr =u in Q,
V-y=0 in €, (1.1)
y=0 on 092,

where y is the velocity field, 7 is the pressure, 7 is the Cauchy stress tensor,
Dy = % (Vy + (Vy)T) is the symmetric part of the velocity gradient Vy, u is
the given body force and Q@ C IR™ (n = 2 or n = 3) is a bounded domain. We
assume that 7 : IRY — IRG S has a potential, i.e. there exists a function

® € C*(IR,, IR}) with ®(0) = 0 such that
o 2
7ij(n) = ZH = 20/ (|p*)myy,  T(0) =0

for all n € IRy ). (Here IR} consists of all symetric (n x n)-matrices.)

Moreover, we assume that for some « > 2 the following assumptions hold
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A - There exists a positive constant v such that for all 4,j,k,{=1,--- ,n
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A, - There exists a positive constant p such that

n n

PyiCic= 30 3 W e > (14 ) T I
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for all n,¢ € IRZX".
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These assumptions are usually used in the literature and cover a wide range of
applications in non-Newtonian fluids. Typical prototypes of extra tensors used
in applications are

)=+ Ty o )=+ )

We recall that a fluid is called shear thickening if & > 2 and shear thinning if
a < 2. For the special case 7(n) = un (a = 2), we recover the Navier-Stokes
equation with viscosity coeficient p > 0.

The paper is concerned with the following optimal control problem

Minimize /|y yal® do + % /|u| dx

Subject to  (y,u) € VVO1 Q) X Uyq satisfies (1.1) for some 7 € L¥(£2),

(Par)

where a > 2, v > 0, y4 is some desired velocity field and U,4, the set of admis-
sible controls, is a nonempty closed convex subset of L?().

A first and fundamental step when deriving the optimality conditions is devoted
to the mathematical analysis of the state equation. The main problems of such
analysis are related with existence, uniqueness and regularity of solutions in an
appropriate functional setting. If the solution is not unique or not ”sufficiently”
regular, deriving first and second order optimality conditions can be a non triv-
ial issue.

The considered class of fluids is described by partial differential equations of
the quasi-linear type. It was first proposed by Ladyzhenskaya in [10], [11] and
[12] as a modification of the Navier-Stokes system (the viscosity depending on
the shear-rate), and was similarly suggested by Lions in [13]. Existence of weak
solutions was proved by both authors using compactness arguments and the
theory of monotone operators. Much work has been done since these pioneer-
ing results and, without ambition for completness, we emphasize the works by
Necas et al. who proved existence of weak and measure-valued solutions under
less restrictive assumptions (see for example [16] and [6]).

Existence of an optimal control can be established using this basic regularity.



However, it may prove insufficient for deriving the necessary optimality condi-
tions and the standard arguments to show the Gateaux differentiability of the
control-to-state mapping may fail (this is particularly the case when considering
systems describing the shear-thinning flows). The difficulty is a consequence of
the nonlinearity of the stress tensor and can be overcome if the gradient of the
velocity is bounded. The corresponding viscosity, although non constant, is also
bounded and the system can be studied as in the case of Navier-Stokes equations.
These higher regularity results are few, difficult to obtain in general and do not
seem to be available for the three-dimensional case. For the two-dimensional
steady case, the boundedness of the gradient was proved by Kaplicky et al. in
[15] enabling Slawig to derive the corresponding optimality conditions in [18].
Similarly, Wachsmuth and Roubic¢ek used the regularity results established in
[14] to derive the optimality conditions for a two-dimensional unsteady system
describing the flow of shear-tickening fluids (see [19]).

An other difficulty in deriving the optimality conditions is related with the con-
vective term and the uniqueness of the state variable, guaranteed under some
constraints on the data. It is similarly encountered when studying problems
governed by the Navier-Stokes equations and the necessary optimality condi-
tions can be established by taking into account these restrictions on the set of
admissible controls (see for example [4], [5] and [17]).

In this paper, we consider the shear-thickening case. Observing that the un-
derlying difficulties appear identically in a class of optimal control problems
governed by quasilinear elliptic equations, we follow Casas and Ferndndez (see
[2] and [3]) to deal with the nonlinear stress tensor and use an adequate func-
tional setting involving weighted Sobolev spaces to analyse the properties of the
control-to-state mapping as well as the adjoint system. We establish explicite
estimates, carefully analyse the related equations and derive the optimality con-
ditions in both two-dimensional and three-dimensional cases, without supposing
that the gradient of the velocity is bounded and without restraining the set of
admissible controls. The only constraint we need to impose concerns the op-
timal control and is related, in the particular case of problems governed by
Navier-Stokes equations, to the property (C') at the optimal pair introduced in
[8]. As a consequence, we recover a qualified version of the optimality conditions
established in [1].

The plan of the paper is as follows. Assumptions, notation and some preliminary
results are given in Section 2. Section 3 is devoted to existence and uniqueness
results for the state and the adjoint equations. In Section 4, we prove the ex-
istence of an optimal solution and we state the necessary optimality conditions
in Section 5. The properties of the control-to-state mapping are analysed in
Section 6 and the proof of the optimality condition is achieved in Section 7.



2 Notation and preliminary results

Throughout the paper © is a bounded domain in IR" (n = 2 or n = 3). The
boundary of  is denoted by 9 and is of class C?. Since many of the quantities
occuring in the paper are vector-valued functions, the notation will be abreged
for the sake of brevity and we will use the same notation of norms for scalar,
vector and matrix-valued functions.

2.1 Auxiliary algebraic lemmas

For n,¢ € IR™™", we define the scalar product and the corresponding norm by

n

n:¢= ij@j and |Tl|:(77577)%~

ij=1

For n € IR™ ™™ ™ and ¢ € IR"™™"™, the scalar product is defined by

n
n:C=| D mijreCee € R™™,
ko f=1 iy
4,j=1,---,n

and we can verify that

m:¢):G=1(C:n):, n € IR "X (), ¢ € IRMT.

Assumptions A1-As imply the following standard properties for 7.

Lemma 2.1 Let a > 2 and 7 satisfying A1-As. Then the following properties
hold

Continuity.
()] < 2% (1+ [nf?) % (2.1)
Coercivity.
()i >pnl*  and  T(n)in > Fgln® (2:2)
Monotonicity.

(r(n) = 7(Q)) : (9 =€) = puln — ¢
(r(m) = 7(0)) : (n =€) = gzl In = ¢[°

where v and p are the constants appearing in the assumptions Ai-As.

The proof of estimates (2.1)-(2.3) can be found in [16], Chapter 5 and is based on
arguments similar to those applied in the proof of the following useful auxiliary
result.

Lemma 2.2 Assume that A is fulfilled with « > 2. Then, for alln,¢ € IR,
we have

3(ax=2) a—2

277 (L P+ D) T = < () =7(¢) s (=) +In—¢|°




Proof. Notice first that for every n,¢ € IR? ", we have

sym

(r(n) = 7(¢)) : (1 —¢)
n n 1
=Y (mm) =) =0y = > /0 L7 (C+s(n—¢))ds (n— Q)

i,j=1 i,j=1

SN [ R s ) - O b=,

=/0 P st —0): (1-C): (n—C) ds

and by taking into account assumption As, we deduce that

1 a—2
() =)= = [ (+Csn=OP) T = Pas 24
On the other hand, for every s € [0, 1], we have
nl=1C+sm—0+1A=s)n—QI<[C+sn—O+ (1 —s)[n—C(]
[ =1C+s(m—=¢) —sn=QI<IC+s(n—C)]+sn—C]
and thus
L+ <1+4(/¢C+stn— QP +n—¢?)
<A+ [CHs =P +n—¢P).

This estimate, together with standard calculations show that

a—2
2

L+ +1C?)T <2072 (14 ¢+ 50— O+ — ¢?)

3(a—2)

<22 (L ¢ 5= OP) T + = ¢°2)

and by integrating, we get

3(a—2)

a—2
2777 (L+ P +¢?) 2

1 a—2
S/O (L+I¢+stn—=OF) > ds+[n—¢* (2.5)

Combining (2.4) and (2.5), we obtain

3(a—2) a—2

27 (L[l + ¢ In— ¢

1 a=2
g/ (14 1¢+ 57— Q)T Iy —¢Pds+]n—¢J°
0
< L(rm) = 7(0) s (n— )+ In— ¢J°

and the claimed result is proven. ]



2.2 Functional setting

In this section, we give the definitions and basic properties of function spaces
appropriate for the mathematical analysis of our problem, and we collect some
results useful for the sequel.

The space of infinitely differentiable functions with compact support in Q will
be denoted by D(f2). The standard Sobolev spaces are denoted by W ((2)
(k€ IN and 1 < a < 00), and their norms by | - ||x,o. We set W%*(Q) = LY(Q)
and || [|zo = |- la- The dual space of Wy * () is denoted by W~ () and its
norm by || - ||=1,o’- In order to eliminate the pressure in the weak formulation
of the state equation, we will work in divergence-free spaces. Consider

V={peD()|V- p=0},

and denote by V, the closure of V with respect to the norm ||V - |4, i.e.
Vo={p e W3 (@)| V-4 =0}

Let y be in W, *(Q). Following [2] and [3], we can associate two weighted
Sobolev spaces VY and HY, where VY is the set of functions z € V5 such that

the norm )
a—2 2
o= ([ @+ 10u) = (s ac)

Q

is finite, and HY is the completion of V with respect to this norm. It may be
verified that VY and HY are Hilbert spaces and that HY C VY. Moreover, since
a > 2, we have

Vo CHY CV,

with continuous injections.

In the remaining part of this section, we first recall two classical inequalities
and next, we point out some notable facts related with the the trilinear form b
defined by

b(y1,y2,¥3) = (1 - V) y2,93) -

Lemma 2.3 (Poincaré’s inequality.) Let y be in H}(Q). Then the following
estimate holds

1
n

ylla < Cp (I Vyll, with Cp = "7}3\9

Proof. See for example [7], Chapter 2. "

Lemma 2.4 (Korn’s inequality.) Let y be in H} (). Then we have
IVyll, < V2 Dyll,

with the equality if we suppose that y € V3.

Proof. See for example [9]. n



Lemma 2.5 Let y1, y2 and y3 be in HE(2). Then the following estimate holds

1b(y1,y2,3)| < K1 [|Dyally | Dyzll, ([ Dysll
3
with ky = 201 |0|7m=T
Proof. Due to Lemma 1.1, Chapter VIII in [7], we have
b(y1,y2,y3)| < C[Vylly [[Vzlly Vsl

with C' = ”T_1|Q| =D . The conclusion follows by using the Korn inequality. m

Lemma 2.6 Let y; be in Vo and let yo and y3 be in HE(2). Then

b(y1,Y2,y3) = —b(y1, Y3, Y2) and  b(y1,y2,y2) = 0.

3 State equation and adjoint equation

3.1 State equation

For the subsequent analysis, we state existence and uniqueness results for the
state equation and derive useful explicite estimates.

Definition 3.1 Let u € Wﬁl’o‘/(Q), A function y € V,, is a weak solution of
(1.1) of
(T (Dy), D) +b(y,y,0) = (u,0)  for all p € Va.

Remark 3.2 Let us recall that, having a solution satisfying the formulation
gwen in Definition 3.1, it is standard to construct the corresponding pressure
m € L§(Y) such that

(7 (Dy) , D) +b(y,y. ) — (1, V- 0) = (u, ) for all p € Wy *(Q).

We will involve the pressure only in the formulations of the theorems and lemmas
but not in the proofs, since it can always be reconstructed uniquely.

First mathematical investigations of system (1.1) under conditions (2.1)-(2.3),
were performed by J. L. Lions who proved existence of a weak solution for
o> n?’—fz (see [13] for more details). The restriction on the exponent « ensures
that the convective term belongs to L' when considering test functions in V.
Due to Lemma 2.5, we can see that this condition is obviously satisfied when

dealing with shear-thickening flows.

Proposition 3.3 Assume that A1-Ay are fulfilled with o > 2 and that u €
L2(Q)). Then problem (1.1) admits a weak solution y, € V, and the following
estimates hold

1Dyl < 5ol (3.1)
2
1Dyl < (o= 1) (r2152) (3.2)

with kg = %mﬁ



Proof. Since o > 2 > nz—fQ, we have L2(2) < W~1(Q) and our problem
admits at least a solution (see [13]). To prove the estimate, we set ¢ = y, in
the weak formulation of (1.1) and use Lemma 2.6, Lemma 2.3 and Lemma 2.4
to get

(7 (Dyu) , Dyu) = —=b(Yus Yus Yu) + (U Yu) = (U, Yu)

< lully lyully < Cp llully [Vyully = o llully [Dyull, (3.3)

with k2 = v2Cp. On the other hand, by taking into account the coercivity
condition (2.2);, we have

1 ||Dyul5 < (7 (Dyu) , Dyu) - (3.4)

Combining (3.3) and (3.4), we obtain estimate (3.1). Similarly, by using (2.2)
and (3.1) we obtain

a mallull,)”
Dy < (7 (D) s D) = (s ) < 5 ully [ Dy, < L2l

and the proof is complete. ]

Proposition 3.4 Assume that A1-As are fulfilled with o > 2 and that u €
L?(Q) satisfies

[l Vn3
< —n 3.5
p 4(n—1)2|m751 (3:5)

Then, equation (1.1) admits a unique weak solution y, € V.

Proof. Assume that y, and y, are two weak solutions of (1.1) corresponding
to u. Substituing in the weak formulation of (1.1), setting ¢ = y, — xu and
taking into account Lemma 2.5, Lemma 2.6 and estimate (3.1), we obtain

(T(Dyu) - T(DXu)v D (yu - Xu))
= =0(Yu, Yus Yu — Xu) + 0 (Xus Xus Yu — Xu)
=-b (yuayu — Xus Yu — Xu) -b (yu — Xus Xus Yu — Xu)
= —b(Yu — Xus Xu» Yu — Xu)
< 1 1D (yu — xa) 3 1Dxully < kon 1D (o — xa) 13 142, (3.6)
On the other hand, due to the monotonicity condition (2.3);, we have
D = xu)lls < (7(Dyu) = 7(Dxw), D(Yu — Xu)) - (3.7)

Combining (3.6) and (3.7), we deduce that
(1= ram 122 ) | Dy = )15 < 0

and thus y, = x if g2 > Kok ||ull,. n



3.2 Linearized equation

To derive the optimality conditions, we need to investigate the following lin-
earized equation

=V - (7"(Dyy) : D2) + (2 - V)yy + (yu - V) 2+ VT = w in Q,
V.z=0 inQ,  (3.8)
z=0 on 012,

where u € L*(Q) satisfies (3.5), y, € V, being the corresponding (unique)
solution of (1.1) and w € L?().

Definition 3.5 Let w € L3(Q). A function z is a weak solution of (3.8) if
(7'(Dyu) : Dz, D@) +b(2,4u, ) + b (yu, 2,0) = (w, ) for all o € HZ".

Proposition 3.6 Let u € L%(Q) satisfying (3.5) and let y, € V,, be the cor-
responding solution of (1.1). For w € L*(Q), problem (3.8) admits a unique
solution zy., in HY*. Moreover, the following estimate holds

12wl g < L ([ullp) [[wl]],

where L is defined by

1
— n 2
L(t) 25}2{#’1 g V2n(n—1)|Q] o 0<t< K;Ln )
po—R2l VnPu2—4(n—1)2|Q| 71 ¢ 12

Proof. Consider the bilinear form defined by
B(z1,22) = ('(Dyy) : Dz1,Dz2) + b (21, Yu, 22) + b (Yu, 21, 22) -
Taking into account Lemma 2.6, we have
B(z,2) = (7'(Dyy) : Dz,Dz) +b(2,yu, 2) + b (yu, 2, 2)

= (T/(Dyu) : DZ,DZ) + b('z’yuaz)

for every z € HY«. On the other hand, taking into account Lemma 2.5 and
assumption Ao, we deduce that

a_
(7"(Dyy) : Dz,Dz) > M/Q (14 |Dyu|*)®  |DzPdx=p HzHiIgu ,

and
2 2
b (2,Yu, 2)| < K1 [|Dyully D25 < &1 ([ Dyully 2] 7y -

Hence, due to (3.1) we obtain

2 u 2
B(z2) 2 (5= w1 I1Dyally) 2l = (1= mamr 242 e (39)



10

and B is coercive on HY* since u satisfies (3.5). Let us now prove that B is
continuous. Lemma 2.5 and assumption A; yield

a—2
|(7"(Dyu) : Dz1, D22)| < 7/ (14 |Dyul®) * |Dz1||Dzs|da
Q

a—2 a—2
<~ H(l 4 \Dyu|2)TD21H2 H(l i |Dyu‘2)TDZQH2 = 7 121 e 122 e

and
b (21, Yu, 22) + b (Yu, 21, 22)|

< 261 || Dyully | D21 lly | Dz2lly < 26261 142 || D2yl | Dol
<2 ||Dzly |1D22ly < 2p |zl gyw 122l groe
for every z1, 20 € H¥*. Therefore,
B (21,22) < (v +20) |21 [l e 12| gy -

The bilinear form B is then continuous and coercive on HY». Applying the
Lax-Milgram theorem, we deduce that problem (3.8) admits a unique solution
Zuw 0 HY». Taking into account (3.9), we obtain

(,Uf — R2R1 %) ||ZuwH§-]gu S B (Zuwa Zuw) = (’LU, Zuw)
< Rglwlly [Dzuwlly < k2 [[wlly [[Zuwll ga

which gives the estimate. L]

Remark 3.7 Notice that the existence and uniqueness result remains valid if
in the definition of equation (3.8), the state y,, is replaced by a function y € V,
satisfying || Dyll, < L.

3.3 Adjoint equation

Let u € L?(Q) satisfying (3.5) and let v, € V, be the corresponding solution of
(1.1). Consider the adjoint system

—V - (7'(Dyu)” : Dp) + (Vyu) p— (yu-V)p+Vr=f inQ,

p=0 nQ  (3.10)
0 on 012,

where f € L%(Q).

Definition 3.8 A function p is a weak solution of (3.10) if

(7'(Dyu) : Do, Dp) + (Vyu)"p — (yu - V) po90) = (f.0)  for all ¢ € HY".
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Proposition 3.9 Let u € L*(Q) satisfying (3.5) and let y, € V,, be the cor-
responding solution of (1.1). For f € L?(Q), problem (3.10) admits a unique
solution p in HY. Moreover, the following estimate holds

12 g < L (l[ull2) [1£]l

where L is defined in Proposition 3.6, and we have

(7'(Dyy) : Do, Dp)+b (¢, yu, 0)+b (Yu, 0,0) = (f.)  for allp € HY*. (3.11)

Proof. Existence and uniqueness of a solution as well as the estimate can be
obtained with arguments similar to those used in the proof of Proposition 3.6.
Moreover, observing that

(Vo) ) = (0 V)yusp) and = ((yu-V)p.©) = ((yu - V), p) (3.12)

we obtain (3.11). "

4 Existence of an optimal control

Theorem 4.1 Assume that A1-As are fulfilled with o > 2 and that either Uyq
is bounded in L*(Q)) or v > 0. Then problem (P,) admits at least a solution.

Proof. Let (yx,ur)r C Vo X Usq be a minimizing sequence. Since (ug)g is
uniformly bounded in the closed convex set U4, we may extract a subsequence,
still indexed by k, weakly convergent to some u € Uyq in L?(£2). On the other
hand, Due to estimate (3.2), we have

2
Dyl < (a—1) (K2w>

and the sequence (yi )i is then bounded in V. The previous estimate together
with (2.1) imply

2

’ o a=2 7/ o
Ir@ul < (25)" [ @+ 10ul®) T 1D da
< (2)" [ 1ou) T ae < (23)7 2% G0+ 10wl

Q

< (22)" 27 (1904 a1 (mlt))

and the sequence (7(Dyy))x is uniformly bounded in L% (€2). There then exist a
subsequence, still indexed by k, y € V,, and 7 € L* () such that (y), weakly
converges to y in V,, and (7(Dyy)), weakly converges to 7 in L (Q). Moreover,

Since av > 2 > "3%, by using compactness results on Sobolev spaces, we deduce

that (yx)r strongly converges to y in L&t (Q) and for all ¢ € V,, we have

16 (Yrs Yr> ©) — b (Y, 9, 9)
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<10 (e — ¥ uk @) F 10 (s e — ¥, 0) 1 = 10 (Ye — Y5 k> )| + [0 (Y5 05y — )
< (I\Vkaa el 2o + [[yll 2o IIlela) Ik = yll 2o
—0 when k — +o0. (4.1)

Taking into account these convergence results and passing to the limit in the
weak formulation corresponding to yi, we obtain

(T, D) +b(y,y, ) = (u, ) for all ¢ € V. (4.2)
In particular, by taking into account Lemma 2.6 we have
(7, Dy) = (7, Dy) +b(y,9,9) = (u,y) - (4.3)
On the other hand, the monotonicity assumption (2.3) implies
(1 (Dyr) — 7 (D), Dy, — Do) >0  forall p € V. (4.4)
Since (7 (Dyk) , Dyx) = (uk, yr), by substituing in (4.4), we obtain
(uk, yx) — (7 (Dyk) , Do) — (7 (D) , Dy, — Dp) = 0
and by passing to the limit, we get
(u,y) — (7, Dp) — (1 (Dp) ,Dy — Dyp) >0  for all p € V,.
This inequality together with (4.3) then yields
(T—7(Dy),Dy — Dyp) >0 for all p € V,
and by setting ¢ = y — ti with ¢ > 0, we obtain
(T—7(Dy —tDy),Dy) >0 for all ¥ € V,.
Letting ¢ tend to zero and using the continuity of 7, we deduce that
(T—7(Dy),Dy) >0  forally eV,

and thus
(7, DY) = (t (Dy) , Dv) for all ¥ € V. (4.5)

Combining (4.2) and (4.5), we deduce that
(1 (Dy), De) +b(y,y,9) = (v, 0)  forallp eV,

showing that
Yk — Y weakly in Wy*(Q)

and that (y,u) satisfies (1.1). From the convexity and continuity of .J, it follows
the lower semicontinuity of J in the weak topology and

J(y,u) < limkinf J(yg, ug) = inf(Py),

showing that (y,u) is a solution for (P,). "
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5 Statement of the optimality conditions

In order to obtain the first order optimality conditions for (P,) stated in The-
orem 5.1 below, the analysis of the control-to-state mapping is carried out in
Section 6 leading to the proof of the main result in Section 7.

Theorem 5.1 Assume that Ai-As are fulfilled with o > 2. Let (4,g) be a
solution of (Py) with u satisfying the following condition

p2Vn? (5.1)

H’QHQ < 4(n—1)%"

There then exists a unique p € HY such that

V- (r(Dy)+ (G- V)y+Vra=1u in €,
V-g=0 in Q,
y=0 on 09,

=V (7'(Dy): Dp) = (§-V)p+ (V) 'p+VFi=y—ya inQ,

V.p=0 in Q,
0 on 01,

(p+via,v—1u)>0 for all v € Uyq.

It is obvious that these optimality conditions can be written using the weak
formulations corresponding to the state and adjoint state systems which read
as

(T (DY), De) +((§- V) g, 0) = (4, 0)  forall peVy,
(' (D) : Db, D)+ (Vi) b= (5 V) ) = (= yar) forall p € HE.
As a consequence, we have the following regularity result for the optimal control.

Corollary 5.2 Assume that the assumption of Theorem 5.1 are fulfilled with
v >0 and that Uyq = {v € L*(Q) | |v|l, < 1}. Then u € HY.

Proof. Due to the necessary condition for the optimal control, we have

u(r) = Projy , (7@) a.e. €

v

H
S

—Tz) for a.e. z € Q if L V”2 <1
] @ for a.e. z € Q if 122 5 4
1212 v

where Proj;;  denotes the projection on Uyq. The result follows from the reg-
ularity of p. ]

Let us finish this section by considering the case of the Navier-Stokes equations.
For « = 2, V¥ = HY = V5. The first order optimality conditions we obtain in
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this case are less restrictive than the ones obtained in [4], [5], [17] where all the
admissible controls are subject to a condition that ensures the uniqueness of
the corresponding states. Condition (5.1) guarantees uniqueness of the optimal
state and of the optimal adjoint state and implies that the set U,q of admis-
sible controls satisfies the property (C), introduced by Gunzburger et al. [§],
at (g,u). Our result can then be seen as a qualified version of the optimality
conditions already established by Abergel and Casas in [1] for a slightly different
functional.

Corollary 5.3 Assume that the extra-stress tensor has the form T(n) = 2un.Let
(4,7) be a solution of (Py) with @ satisfying (5.1). There then exists a unique
p € Vo such that the following conditions hold

—uAy+(y-V)g+Vr=u in Q,

V-y=0 n €,

y=20 on 012,
AP = (§-V)p+ (V) P+ VTi=F—ya  inQ,
V-p=0 n Q,
p=0 on 0f,

(p+va,v—1u) >0 for all v € Ugq.

6 Analysis of the control-to-state mapping

We first establish some useful estimates related with local Lipschitz continuity
of the state with respect to the control.

Lemma 6.1 Let u; and up be in L?(Q) with uy satisfying (3.5), and let y.,
and Yy, be corresponding solutions of (1.1). Then the following estimates hold

1D (Yur = Yus )l < L ([[uzlly) lur — uzlly
a 2
sz 1D (s — o) llg < (£ (luzlly) llur — u2ll,)”
where L is defined as in Proposition 3.6

Proof. Testing the weak formulation of (1.1) for u; and us by © = Yu; — Yus,
and using Lemma 2.6 we get

(T(Dyu1) - T(Dyuz)v D (yul - yuz))

= (U1 — U2, Yuy — Yuz) = 0 Yurs Yurs Yur — Yuz) + 0 (Yuzs Yuss Yur — Yus)
= (U1 — U2, Yuy, — yuz) - b(yu1 — Yusy Yugy Yuy — yug) . (61)

Once we have
|(U1 — U2, Yuy — yu2)|
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< lur = wally 1Yur = Yuslly < w2 llur = ually (1D (Yur = yuo)ll,
by combining (3.6), (3.7) and (6.1), we obtain

PP, = yu)ll3 < (7(Dyuy) = T(DYus)s D(Yuy = Yuz))
< o (o 2202 Dy, = )l + s = wally) 1D (s = )l
Therefore,
(1= w2r1 2202} Dy = gy < 2 1w = sl
and this gives the first estimate. Consequently, by using (2.3)2 we have
32577 [ Dy = Yl < (T(DYur) = (DY )s DYy = Yur))
< 2 (1 202 | DGy, = o)l + s = wzll) 1D (s =yl
< iz (w2 1202 £ (fuglly) + 1) £ (ually) s — a3

= n (L (Jualle))® lur = ual3 (6.2)

which gives the second estimate and completes the proof. ]

Lemma 6.2 Let u; and ug be in L?(Q) with uy satisfying (3.5), and let y.,
and Y., be corresponding solutions of (1.1). Then the following estimate holds

a—2
| (14 1Dy P+ 1Dyal) ™ Dlyas = y2)

|, < mal (lually) s = sl

3(a—2)

1
with L defined in Proposition 3.6 and k3 = 2 (1 + QQQH) 2.

Proof. Taking into account Lemma 2.2, we obtain

2

_ 3(a—2) a—2
2 2 H (1+|Dyul|2+|DyU2‘2) * D(yu1 _yu2)

2
< & (1(DYuy) = 7(DYus)s Dy = Yus)) + 1D Yy = )l -
The conclusion follows then from (6.2). "

Lemma 6.3 Let u; and up be in L?(Q) with uy satisfying (3.5), and let y.,
and Yy, be corresponding solutions of (1.1). Then the following estimates hold

1D (Yur = Yuo)lly < 1Y = Yus [l s < w3 L ([[ually) [lur —uall, @=1,2.
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Proof. It is a direct consequence of Lemma 6.2, the definition of HY* and the
fact that oo > 2. n

As already mentioned in the introduction, the ideas dealing with the Gateaux
differentiability of the control-to-state mapping are mainly due to Casas and
Ferndndez and were developed in [2] and [3] to study optimal control problems
governed by quasi-linear elliptic equations. The uniform ellipticity of the quasi-
linear term induces uniqueness of the weak solution and this subjacent property
is important in the proof of the differentiability. By taking into account the
corresponding estimates, we can use very similar arguments to derive optimal-
ity conditions for problems governed by generalized Stokes systems. The case
of problems governed by Navier-Stokes equations and generalized Navier-Stokes
equations is more delicate since a direct adaptation of these arguments, man-
aging the convective term, may restrain all the admissible controls to satisfy
condition (3.5) (see for example [4], [5], [17] and [18]). To overcome this diffi-
culty, we observe that in the estimates stated in Lemma 6.2, Lemma 6.1 and
Lemma 6.3 and dealing with the difference y,, — yu,, the restriction on the
control guarenteeing the uniqueness of the corresponding state solution is only
imposed on uy. This fact is particularly important and enables us, when deriv-
ing the necessary optimality conditions, to restraint only the optimal control.

For v in L?(Q) satisfying (3.5), w in L*(Q) and p in ]0, 1], set u, = u + pw, let
Yu be the unique solution of (1.1) corresponding to u, and y,, be a solution of

1.1 Corresponding to u,. In the remaining part Of thlS SeCtiOn, and in Order to
P
Yp—Y

simplify the notation, we set y, instead of y,,, y instead of y, and z, = -

Substituing in the weak formulation of (1.1), we obtain

(T(Dyp) — 7(Dy), De) + b (Yp: Yp, ) — b (¥, y,0) = p(w, p) (6.3)
for all ¢ € V.

Lemma 6.4 Let u be in L?(Q) satisfying (3.5) and w be in L*(Y). Then, the
following estimates hold

a— a 2
1Dzl < L (fJully) wlly, — p* 72Dzl < 2247 (L (Jfully) lwlly)”

120l prgw < 3 £ ([[ully) f[wlly

where L is defined in Proposition 3.6.
Proof. It is a direct consequence of Lemma 6.1 and Lemma 6.3. ]

Lemma 6.5 If (z,,), weakly converges to z in Vo for some sequence (py)r
converging to zero, then

. 1 _
L oo (bW Yo, 0) = 0 (y,,0) = b(2,5,9) +b(y, 2,9)

for all p € V,.
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Proof. Notice that

= (b Wprr Ypr ©) = b (0, 9,9)) — (b (2,9, 0) + b (y, 2, 9))

=16 (Zpes Ypus P) + 0 (s 20, 0) — (0(2,5,9) +0(y,2,9))|
< b (Zpws Yprr ) — b (2,4, 0)| + [0y, 2p, 0) — b (y, 2, 9)]
<16 (2o — 2, Yo @)+ 10 (2 Yp — Y5 0)| + [0 (ys 20, — 2,9)]
< 2on = 24 VY llg lolly + 1214 IV Wor = D)l lelly + 10 (9, 2p — 25 0)

The result is then a consequence of the strong convergence of (y,, ), to y, in
Wy *(£2), the weak convergence of (Zpr ) to 2z in HE() and its the strong
convergence in L*(€2). ]

Lemma 6.6 If (z,,), weakly converges to z in HY for some sequence (pi)r
converging to zero, then

klim pik (1 (Dyp,) —7(Dy),Dy) = (7'(Dy) : Dz, Dyp)
——+o00

forall p e V.

Proof. Let ¢ € V be fixed. Arguing as in the proof of Lemma 2.2, we obtain

L (7(Dy,,) — T(Dy), Dy)

Pk

— /Q/O 7 (Dy(x) + sD (y,, — y) (z)) : Dz, (x) : Dp(z) ds dx

= /Qq—/ (Ufk (2)) : Dz, (2) : Dp(z) dz = (7' (a,fk) : Dz,,, Dy), (6.4)
where o () = Dy(x) + s%, (2)D (y,, —y) (z) with 0 < s () < 1 being a

number (depending on ¢(z)) arising when applying the mean values theorem
to the integral in the interval [0, 1]. Since « > 2, we have

a=2 a—2
1+ 105 @F) T <2 (D)) T + Dl - ) @12
and by taking into account Lemma 6.4, we deduce that

. 2
227 ||(1+ [0, )5 D2,
2

< [ @ 1)) 1Dz, @ de+ [ 1D e~ ) @ D3, ()

2 — « 2
= (Nzau 3y + P22 ID2 1) < (22740 + 3) (£ (ull) o]l,)*



18

Moreover, due to Lemma 6.4, we deduce the convergence of (¢ )r to Dy in
L*(Q) and thus, for every 1) € V we have

a—2
4

. © 12 a—2 - 2
Jim w1+ Jog, )5 = w1+ DyP)

‘:o.
2

This result together with the convergence of (Dz,, ),, to Dz in the weak topol-
ogy of L?(Q) imply that
. 2y =2 2y 2=2
Jim (4105, D2y w) = (L4 |Dy?) T D2,0)  (65)
and we conclude that the sequence ((1 + log, 2)% szk)k weakly converges

a—2

to (14 |Dy|?) * Dz in L?*(2). On the other hand, let us consider the operator
A:LY(Q) — L%(Q)

g — Alg)= 2erl0)
(1+]g[?) =

Using Aj, we can easily verify that

! 2y 52 a—2
Al = Bl < B )

which shows that the operator A is continuous. Therefore, since (o7, ), con-
verges to Dy in L¥(2), we deduce that

lim ||A(of) — A(Dy)|, =0. (6.6)

k——40c0

Finally, by combining (6.5) and (6.6), we obtain

lim (7" (Up‘pk) : szk,Dgo) = kll)r_‘r_loo (D<p o7 (afk) ,szk)

k—+o00

= lim <A(Ufk), (1+ |0fk‘2)°7_2pzpk) — (.A(Dy), (1+ ‘Dy‘2)”T_2DZ)

k—+o00
= (D : 7' (Dy), Dz) = (7' (Dy) : Dz, Dy)
which completes the proof. ]

Proposition 6.7 If(z,,), weakly converges to z in HY for some sequence (p.)r
converging to zero, then z is the unique weak solution of (3.8) corresponding to
w. Moreover, (2,,), converges strongly to z in Va.

Proof. The first assertion is a direct consequence of Lemma 6.5, Lemma 6.6
and of the density of V in HY. To prove the strong convergence, let us set

M = 7'(Dy(z)), My(x) = 7'(0,(x)),
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where o, is as in (6.4) with ¢ substituted by y, — y. Due to A, the matrices
s x Tz s Mp(:v)+MpT(w)
Mo(z) = MEREE, M () = S

are symmetric and positive definite. Applying the Cholesky method to M*(x)
and M (), we deduce the existence of lower triangular matrices L(x) and L,(z)
such that

M (z) = L(z) LT (2) and M (z) = Lp(x)L;I;(x)-
Therefore, due to (6.3) and (6.4), we have
2
HLZkDZPkHQ = (Mpk : szk7‘DZPk)

= _pik (b (ypkvyplwzﬂk) - b(y?yvzpk)) + (w’zpk)

=-b (zpkaypkvzpk) - b(y7zpkvzpk) + (w7zpk)
2
= _b (Zpkvyﬁwzpk) + (wv’zpk,) S ||vypk||2 ||ZPA||4 + ”wHQ ||Zpk||2
2
< K1 [ Dyp, |l 1D2p, 13 + 52 [wlly D2l
<k eI, |D 2 D
< kgk1 T Zoillz + Rz l[wlly 1D2p |l
< (o Lbazlela £ (ully) + y) £ ([ullz) f3 (6.7)

and the sequence (L,fk Dz,, )i, is bounded in L?(€2). On the other hand, due to
A, we have

a—2

Ly () = My, ()] < 9n® (1+ | Dy(x)” +|Dy,, (2)*) 7 € L= (@)

for all z € Q. Taking into account the convergence of (Dy,), to Dy into L*(£2),
we deduce that there exists hy € La-2 () C L3(2) such that

|Lp, (2)] < hi(z) for a.e. x € Q and k > k,,

L, () — L(x) for a.e. x € Q.

The dominated convergence theorem then implies
L, — L strongly in L?(Q) (6.8)
which together with the weak convergence of (z,, ) to z in V5 gives
L} Dz, — L"Dz  weakly in L*(Q).
Moreover, taking into account (6.7), we deduce that

HLTDZH; < limkinf HLZ;DZM H;
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< limsup HLkaszk Hz = limsup (M, : Dz,,,Dz,,)
k k
= Timsup (=22 (0 Wper Yo 206) = b (0, 70)) + (10, 7,))

= limksup (_b (Zpk yYprs Zpk) -b (ya Zpis Zpk) + (w7 Zpk))

= limksup (=0 (2pis Ypr» 2p1,) + (w5 29, )

=-b (ZayVZ) + (’U),Z) =-b (Z,y,Z) + b(y7zaz) + (w,z)
= (M :Dz,Dz) = |L"Dz|].

Weak convergence together with norm convergence implies strong convergence
of (L}, Dz, )x to LT Dz in L?(9). There then exist a subsequence, still indexed
by pr, and a function hy € L?(9) such that

|LZszpk ()| < ha(2) for a.e. x € Q and k > ki,

Lgk (z)Dz,, (z) — L* (z)Dz(x) for a.e. z € Q.
Therefore,
2 a2 2
Dz, ()" < (140, (2)]7) * [Dzp ()]

< Mpk (x) : szk (CC) : DZPk (l‘) = iDZZ; (x) : MPk (JU) : DZPk (l‘)

1
o
= % \Lfk, (z)Dzp, ($)|2 < %(hz(ff))Q for a.e. z € Q and k > k;.
Since (6.8) implies
(LZ; (35))_1 — (LT(x))_l for a.e. x € Q,
we deduce that

Dz, (x) = (LT () LT (2)Dz,, — (L7 (2)) "' L7 (2) D2(z) = Dz(x)

for a.e. = € Q). The conclusion follows by applying the dominated convergence
theorem. ]

7 Proof of the main result

Let us now prove Theorem 5.1. For p €]0,1[ and v € Uqgq, let u, = a+ p(v —a),

Yp = Yu, and z, = ypp_y. Due to Lemma 6.4, we deduce that (z,) , is bounded in

HY. There then exist a subsequence (z,,), and z € HY such that (z,, ), weakly
converges to z in V5. Due to Proposition 6.7, (z,, ), strongly converges to z in
Vo and z = 2y — Zaa, Where zg,, is the solution of (3.8) corresponding to (g, w),

and thus
J(ypk sUpy )—J(g,ﬁ)

lim
k Pk
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. _ 2 — — —2
= tim (2 7 = va) + % 2003 + v (1,0 = @) + 2= [lo — ]}

= (§ — Yd, Zav — Zaa) + v (4,0 — Q). (7.1)

On the other hand, since (g, @) is an optimal solution and (y,,, , u,, ) is admissible,
we have , o
lim 2 Wentey) =7 (G,8) > 0. (7.2)
k Pk

Let p € HY be the unique solution of

—V - (7(Dy)T:Dp) + (V) p— (- V)p+Vi=g—ya i
V-p=0 in Q,
0 on €,

where 7 the adjoint pressure. Setting ¢ = zg, — 2zz in the weak formulation
corresponding to this problem and taking into account the weak formulation of
problem (3.8) and (3.11), we obtain

(Y — Yd, zav — 2aa)
= (7'(DY)" : Dp, D (20 — zaa)) + (V) D= (§- V) D, 200 — 2an)
= (7' (DY) : D (zav — zaa) , Dp) + b (2av — zaa, ¥, D) + b (¥, zav — zaa, D)
= (v—1u,p). (7.3)
The result follows by combining (7.1), (7.2) and (7.3). "
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